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Abstract— We present a parameterizable methodology
for profiling Internet traffic flows at a variety of granu-
larities. Our methodology differs from many previous
studies that have concentrated on end-point defini-
tions of flows in terms of state derived from observing
the explicit opening and closing of TCP connections.
Instead, our model defines flows based on traffic satis-
fying various temporal and spatial locality conditions,
as observed at internal points of the network. This
approach to flow characterization helps address some
central problems in networking based on the Internet
model. Among them are route caching, resource reser-
vation at multiple service levels, usage based account-
ing, and the integration of IP traffic over an ATM
fabric. We first define the parameter space and then
concentrate on metrics characterizing both individual
flows as well as the aggregate flow profile. We consider
various granularities of the definition of a flow, such
as by destination network, host-pair, or host and port
quadruple. We include some measurements based on
case studies we undertook, which yield significant in-
sights into some aspects of Internet traffic, including
demonstrating (i) the brevity of a significant fraction
of IP flows at a variety of traffic aggregation granu-
larities, (ii) that the number of host-pair IP flows is
not significantly larger than the number of destination
network flows, and (iii) that schemes for caching traf-
fic information could significantly benefit from using
application information.

I. INTRODUCTION

The current Internet aggregates flows of traffic among
many end systems, users, and applications. Charac-
terizing the nature of these flows will be critical to
accommodating their increasing number and diver-
sity. The goal of this paper is to present a param-
eterizable methodology for profiling Internet traffic
flows, and to utilize some results from case studies to
demonstrate its usefulness through (1) observations
that are generated using this methodology, and (2)
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explicit examples of how to use the methodology to
optimize the carriage of IP traffic over various fabrics,
such as traditional IP routers, possibly with address
caching optimizations, and IP routers connected to
an ATM network.

Our methodology for profiling flows is inspired by the
packet train model of packet arrivals, which Jain and
Routhier offered to describe traffic on a token ring
local area network [1]. They defined a packet train
as a burst of packets arriving from the same source
and heading to the same destination. If the spacing
between two packets exceeds some inter-train gap,
they are said to belong to separate trains. The packet
train model reflects the fact that much of network
communication involves many packets spaced closely
in time between the same two endpoints.

Another suggested definition of a flow derives from a
different motivation: the need for service functional-
ity inherently incongruous with the datagram archi-
tecture of the Internet. Clark [2] proposes:

...a better building block than the data-
gram for the next generation of architecture.
The general characteristic of this building
block is that it would identify a sequence
of packets traveling from the source to the
destination, without assuming any particu-
lar type of service... I have used the word
“flow” to characterize this building block.
It would be necessary for the gateways to
have flow state in order to remember the na-
ture of the flows which are passing through
them...

Clark refers to this concept of soft state as a potential
method of achieving the “goals of survivability and
flexibility, while at the same time doing a better job
of dealing with the issue of resource management and
accountability” [2].

The two motivating factors, the packet train phe-
nomenon and the ability to support special service
capabilities, are not unrelated. The ability of equip-



ment in a datagram network such as the Internet to
maintain soft state will be directly related to the
number and intensity of network flows, the nature
of service they require, and their distribution in ge-
ographic space, or locality characteristics. Under-
standing the effect of the packet train phenomena
on router behavior, and vice-versa® will be essential
to optimizing router efficiency. Although many have
extended the packet train model of flows to the trans-
port or application layers [5], [6], [7] or focused only
on TCP traffic flows [8], [9], we offer a comprehensive
methodology of timeout-based flow characterization,
primarily at the IP layer, for use in datagram envi-
ronments. In particular, we investigate the effect of
the range of several flow parameters, such as the flow
granularity and timeout, in a variety of environments.

Our methodology also differs from previous studies
that have concentrated on end-point definitions of
TCP flows, such as by the SYN and FIN control
mechanism? of the TCP protocol [4]. The strength
of a TCP SYN/FIN based approach is that the be-
ginning and end of a connection based flow are un-
ambiguous, independent of the location of the ob-
servation. However several other factors, described
in section II-D, motivate an alternative approach.
Most notably, not all traffic uses transport layer pro-
tocols that support SYN and FIN functionality. In
order to maintain generality across all traffic, we do
not associate flows with connections, but rather de-
fine flows based on traffic satisfying various temporal
and spatial locality conditions, as observed at inter-
nal points of the network. That is, we ground the
definition of a flow only in the appearance of packets
within a given time interval to, from, or between en-
tities, as perceived at a given network measurement
point. This approach to the definition and character-
ization of network flows can address some central In-
ternet problems, including performance requirements
of routers at Internet hotspots, route caching, re-
source reservation at multiple service levels, usage
based accounting, and the transport of IP traffic over
an ATM fabric. A principal objective is finding an
appropriate balance between retaining vs. recreat-
ing flow state, with otherwise the former leading to
excessive use of resources for stale information, and

TRouter behavior tends to intensify packet train phenomena
(3], [4].

2The SYN packet serves to establish virtual connections and
to synchronize packet sequence numbers during the opening
of a TCP connection. The FIN packet serves to clear the
connection.

the latter in thrashing by excessively removing and
recreating such flow state information.

While this paper principally focuses on methodology,
we are also demonstrating its applicability to mea-
surements at different locations in the Internet fab-
ric. Our metrics fall into two categories: metrics of
individual flows, and metrics of the aggregate traffic
flow.

In section II we formally define flows and discuss sev-
eral aspects of flow structure that frame our analy-
sis. In section IIT we focus on metrics and evalu-
ate the parameter space of individual flows, including
flow volume, in packets and bytes, and flow duration.
In section IV we present aggregate flow metrics, as
seen from the network perspective, which include pa-
rameters of the flow arrival process. Applying the
methodology to our measurements yields significant
insights into Internet traffic characteristics, which we
review in section V. Details of our instrumentation
for deriving the flow information for our case stud-
ies is included in Appendix A. There, we describe
the environments in which we apply our methodol-
ogy and the trace-driven analysis procedure that al-
lows us to characterize flow state information from
specified transit points within the network.

II. PARAMETERIZABLE DEFINITION OF FLOWS

In this section we specify the definition of param-
eterizable flows and then discuss four aspects of a
flow that structure flow measurement and subsequent
analysis.

We ground our model of a flow on actual traffic ac-
tivity from one or both of its transmission endpoints
as perceived at a given network measurement point.
A flow is active as long as observed packets that are
meeting the flow specification are observed separated
in time by less than a specified timeout value, as fig-
ure 1 illustrates. The lower half of the figure depicts
multiple independent flows, of which many thousands
may be active simultaneously at wide area network
transit points.

Our definition of the timeout is similar to that used
in other studies of timeout-based traffic behavior [8],
[1], [9], [7], [10], although most studies adopt a single
timeout value rather than investigating the effect of
varying it across a range as in our study. Jain and
Routhier originally selected for their investigation of
local network traffic a timeout of 500 milliseconds.
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For their studies of wide-area traffic at the transport
layer, Caceres et al. [8] used a 20-minute timeout, mo-
tivated by the FTP idle timeout value of 15 minutes,
and after comparison to a 5-minute timeout yielded
minimal differences. Estrin and Mitzel [9] also com-
pared timeouts of 5 and 15 minutes and found little
difference in conversation duration at the two values,
but chose to use a timeout of 5 minutes. Acharya
and Bhalla [7] used a 15-minute timeout.

In contrast, in our case studies we are seeking to sys-
tematically explore a larger range of the time pa-
rameter, ranging from 2 seconds to 2048 seconds by
powers of two, in order to determine its effect on
flow characteristics, e.g., the accompanying tradeoff
in router requirements between flow setup and flow
maintenance.

This timeout-based flow definition allows flexibility
in how one further specifies a flow. In particular, we
describe four aspects of a flow that structure a flow
specification:® directionality, one-sided vs. two-sided,
endpoint granularity, and functional layer. The re-
mainder of the paper then explores how these aspects
interact with the timeout-based definition.

A. Flow directionality

First, one can define a flow as unidirectional or bidi-
rectional. While the connection-oriented TCP traffic
generally exhibits bidirectionality, it often exhibits
very significant asymmetries in the traffic profile of
the two directions. Each TCP flow from A to B also
generates a reverse flow from B to A, at the very least
for small acknowledgement packets.

In this study we define flows as unidirectional, i.e.,
bidirectional traffic between A and B would show up
as two separate flows: traffic from A to B, and traffic
from B to A. While the effect of bidirectionality of
flows is generally important to investigate, unidirec-
tional flows are more relevant to the issues that moti-
vate us, among them routing optimization, account-
ing, and multiplexing IP on top of an ATM substrate
[12], [13], [14]. Furthermore the unidirectional flows

3Partridge [11] uses the term flow specification to refer to a
data structure used by internetwork hosts to specify the na-
ture of service needed, likely involving guarantees about how
the internetwork will handle some of the hosts’ traffic. His
definition is motivated by the future need to request services
on behalf of distributed applications such as multimedia con-
ferencing. As we will describe in this section, our definition is
different and is grounded in the requirements of the network
rather than the end user.

can be transformed into bidirectional flows during
the analysis process, based on actual requirements at
that time.

B. One versus two endpoint aggregations of traffic

This second aspect of a flow is related to the first. We
distinguish between single and double endpoint flows,
that is, flows aggregated at the source or the desti-
nation of the traffic, versus flows defined by both the
source plus the destination. An example is the differ-
ence between all traffic to a given destination network
number, versus all traffic from another given network
number and also to the same network number, that
1s, with a common network number pair.

In this study we explore both single and two end-
point flows. The single sided definitions specify the
source or destination host or network number, while
the two-sided definitions use an IP network number
pair, a host pair, or process identifiers, consisting of
source and destination host plus source and destina-
tion application identifier (i.e., UDP/TCP port num-
ber).

C. Flow endpoint granularities

The third aspect of a flow is the endpoint granu-
larity, or the extent of the communicating entities.
Potential granularities include aspects such as traffic
by application, end user, host, IP network number,
Administrative Domain (AD), backbone client ser-
vice provider, external interface of a backbone node,
backbone node, single backbone at large, or multi-
backbone environment (e.g., of different agencies).
These granularities do not necessarily have an in-
herent order, as a single user or application might
straddle several hosts or even several network num-
bers. One example flow granularity of interest derives
from the fact that IP routers make forwarding deci-
sions based on routing tables which contain next-hop
information for a given destination network, a task
implicitly grounded in one-sided destination network
layer flows at the granularity of IP network num-
ber. Eventually, as policy routing issues render the
source as well as the destination of a packet relevant
to routing decisions, the issue of two-sided flow as-
sessment will also become important. Furthermore,
as new routing mechanisms utilize alternative hierar-
chical definitions related to TP network numbers (e.g.,
CIDR masks [15]), the desired granularity will have
to evolve somewhat.



Network service providers may want to define
coarser-grained flows to aggregate network number
pairs for which they create virtual circuits crossing
their transit network, for example an ATM cloud,
with each of the circuits possibly bundling many
finer-grained TP flows. Conversely, a more detailed
granularity would be necessary for providing special
service to a single instance of an application, e.g., a
videoconference.

These examples illustrate the importance of flexibil-
ity in the parameterization of a flow model. We
ground a flow specification in the requirements of the
network, and even allow at any point in the network
for multiple simultaneous flow specifications. One
may want to assume flows: by destination network
address for routing; by process pair for accounting; by
source address for accounting and policy routing; by
destination address or host or network address pair
for bundling flows across ATM virtual circuits; or by
address plus precedence information for flows at mul-
tiple priority levels. For our case studies we selected
the granularities of network and host; to highlight
certain issues we also use IP address/port quadru-
ples.

D. Protocol layer

Finally, there is the functional, or protocol, layer of
the network flow. For example, one could define flows
at the application layer. Alternatively one could use
the transport connection, e.g., via SYN and FIN
packets of the TCP protocol which support explicit
connection setup and teardown. In order to maintain
generality across all traffic, we consistently do not
associate flows specifically with virtual connections,
but rather define flows based on packet transmission
activity based on specified endpoints at the network
layer. Such a flow definition will not have a one-
to-one mapping to active TCP connections; under
certain conditions a single flow could include multi-
ple active TCP connections, or a TCP connection
may be contained in multiple observed flows over
time. TCP traffic may furthermore be interleaved
with UDP traffic, or a flow may consist entirely of
non-TCP traffic.

Several factors motivate our decision to restrict our-
selves to an observed state model, all reflective of one
circumstance: the Internet is inherently a connec-
tionless datagram environment, and thus connection-
oriented information cannot always be assumed avail-

able. For example, at transit points within an IP
network, equipment is only expected to have access
to IP level information, and reliance on higher level
information may be inappropriate as a requirement,
especially as the network evolves towards new appli-
cations that may utilize any available technology.

As a further example, if routes change during the life-
time of a connection, some routers will carry data-
grams for flows for which they never observed the
transport layer SYN/SYN-ACK packets, and other
routers that did see earlier datagrams in a flow will
never see the FIN/FIN-ACKs. State information
that is dependent on this data will be vestigial in
some cases and unavailable in others. Fragmentation
will also pose a problem, since all but the first frag-
ment lack the TCP/UDP port information, making
it impossible to track fragmented packets to a higher
layer flow.* Routing and accounting are other func-
tions that will often occur at the IP layer of a dis-
tributed datagram network, with no consideration for
transport level connections. Therefore management
of them must be independent of explicit transport
connections.

A recent proposal for flow labels [16] highlights the
need for end systems to identify and recognize “a se-
quence of packets sent from a particular source to a
particular (unicast or multicast) destination that re-
quire special handling by the intervening routers.” A
flow label field would obviate the need for the strict
connect-data-disconnect phases (SYN/FIN function-
ality of TCP), since each packet, or every nth packet,
or periodic control packets (e.g., RSVP) can establish
flow state. Flow labels can also reflect a coarser grain,
e.g., aggregating multiple transport connections, or
a finer grain, e.g., to support different qualities of
service for different packets within a single transport
connection, such as with a videoconference where loss
of audio is much more detrimental than of video.
Since the flow label assumes no router intelligence
regarding the endpoint addresses and IP-TCP/UDP
address-port quadruples, 1t allows improved switch-
ing time. However, as with other proposed definitions
[11] not all traffic will make use of flow IDs; indeed
often the network will be able to more efficiently use
resources if it can decide itself what constitutes a
flow.

4 An additional constraint is that many wide area environ-
ments of today would have to rely on sampling for operational
flow assessment, in which case SYN/FIN requirements would
lead to “losing” flows, including high volume ones, or requiring
a timeout anyway, for the cases of lost FIN packets.
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Finally, new technologies for link level traffic for-
warding, e.g., based on ATM, may not have access
to higher layer information; with Internet related
transmission decisions typically having to rely only
on IP level information. In particular, until end-to-
end ATM is a reality, IP gateways attached to ATM
style networks will have to multiplex IP traffic onto
the ATM substrate. Mapping higher level (TP) flows
to underlying link level virtual circuits [12], [13], [14],
[17] will require effective setup, maintenance, timeout
strategies, and accounting schemes, most critical at
the border gateways. One requirement will be grace-
ful handling of idle connections, regardless of trans-
port layer behavior. Service providers may charge
for these idle connections, therefore terminating and
restarting of circuits in real-time will have to be effi-
cient [18]. In fact, measurements that we will present
in this paper indicate that a very high potential bur-
den for circuit management in an ATM switch will
likely come from non-connection-oriented traffic, e.g.,
non-TCP flows, microscopic in duration and volume.
Network layer flow assessment will thus be essential
to graceful adaptation between the TP and ATM lay-
ers, where such microscopic flows should perhaps be
mapped to already existing PVCs, rather than specif-
ically allocating bandwidth and circuits for them.

The four aspects we have described — directionality,
one-sided vs. two-sided aggregation, endpoint gran-
ularity, and functional layer — structure our selection
of which flow specifications we examine.

I1I. METRICS OF INDIVIDUAL FLOWS

To illustrate the metric space we varied several pa-
rameters in our case studies, with details of the data
collection being described in Appendix A:

o flow timeout (we used timeouts from 2 to 2048
seconds);

« traffic aggregation specification (such as destina-
tion network (dn), destination host (dh), source
host (sh), network pair (np), host pair (hp));

o the network environment (we used five sites,
measured for two separate hours each);

¢ network usage information above the TP layer,
such as transport or application information.

A. Parameter space

In order to isolate the effects of the parameter under
investigation, we fix parameters values to a selected

default, while we vary the specific one of interest.
The values we use for these defaults are: a timeout
of 64 seconds, a host pair endpoint granularity, the
UC-NSF PM network environment, and all traffic,
1.e., not split up by protocol.

A.1 Flow timeout

Figure 2 shows, for a range of flow timeouts, the
cumulative distributions of flow byte volume, flow
packet volume, and flow duration. The byte values
include the protocol headers of IP and above, e.g.,
TCP, UDP, or ICMP; the minimum size is 28 bytes,
for example for ICMP messages with a 20 byte TP
header. All three graphs in the figure use the host
pair flow granularity, i.e., aggregate all host pair flows
regardless of application type, while using the UC-
NSF PM data set. The data indicate that the 80th
percentile of the flows reflects about 40 packets or
less, and about 3.2 kilobytes of data or less. Cal-
culating an average packet size per flow out of this
data, one can see that this average is considerably
less than the overall average packet size observed in
the Internet environment, which is due to an often
strong domination of flows by frequent short, name
server transactions. For timeout values of 64 sec-
onds or less, 90% of the flows show less than 50 pack-
ets, 5.5 kilobytes and 100 seconds of duration. For a
2048 timeout, essentially infinite relative to the 3600-
second data duration of our case studies, 27% of the
flows consist of a single packet of less than one hun-
dred bytes.

We list in the legend of figure 2 the number of flows
in the hour-long data set given each timeout value.
Shorter flow timeouts tend to split longer flows into
several short ones, so naturally smaller timeouts will
yield a much larger number of flows, and a greater
proportion of flows of smaller duration. The top
line in each graph corresponds to a 4-second time-
out value.

A.2 Flow aggregation specification

Figure 3 shows cumulative distributions of flow byte
volume, flow packet volume, and flow duration for
multiple flow aggregation specifications, or endpoint
granularities. The graphs include source host, desti-
nation host, destination network, network pair, and
host pair aggregations. We use the UC-NSF PM data
set with a 64 second flow timeout and aggregate all
flows of a given granularity regardless of application
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Fig. 2. cumulative distributions of host pair flow packet volumes, byte volumes, and flow durations for a range of flow timeout

values: 4, 32, 256, and 2048 seconds (UC-NSF PM)

type. The graphs reflect how multiple host pair flows
aggregate into flows of coarser granularities, consis-
tent with environments that simultaneously support
flows from many active host pairs which share a com-
mon source or destination IP network number, such
as backbone network entrance points. This phe-
nomenon yields flow duration and volume distribu-
tions which are skewed lower for host pair than for
destination networks. Indeed, figure 3 indicates that
the fiftieth percentile for host pair byte flow volume
is less than 200 bytes, while for destination network
numbers i1t is more than a kilobyte. The fact that
this data set includes traffic only in one direction con-
tributes to the disparity, since the ratio of the number
of sources to destinations is considerably lower than
with the bidirectional collection of the other data sets
(see next section). For example, distributions for the
bidirectionally collected UCSD campus network data
set would exhibit much less disparity among the dis-
tributions of flows at different granularities.

The legend of figure 3 shows another interesting as-
pect which is also applicable to the other wide area
backbone entrance point data sets we measured: the
number of host pair flows is only two to six times
the number of network pair or destination network
flows. The number of host pair flows certainly does
not scale on the order of the square of the number
of network number pair flows, as a uniform matrix of
traffic volume among connected sites might imply. In
reality, as also illustrated elsewhere [19] the matrix
of traffic among sites is sparsely filled. These mea-
surements indicate that maintaining host pair state
in the Internet may not impose a prohibitive load
on the routers, auspicious for recently proposed soft-
state based Internet routing and reservation schemes

[20], [21], [22], [23], [24], [25].
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A.3 Network Environment

Figure 4 shows for five network environments, for
which we collected data, the cumulative distributions
of flow byte volume, flow packet volume, and flow du-
ration. All three graphs in the figure use the host pair
flow specification and a 64 second flow timeout.

These three graphs further confirm the surprising
features of figures 2 and 3. For the backbone envi-
ronments, approximately 40% of the host pair flows
consist of a single packet, and less than 100 bytes.
For these wide area environments generally between
50% and 60% of flows are less than 200 bytes; be-
tween 70% and 80% consist of less than ten packets.
This distribution may imply that a flow cache de-
signer should implement a two-phase timeout, e.g.,
flows that pass a one-second threshold would receive
space in a longer term cache. Several studies have
investigated similar questions regarding caching [9],

[26], [27] and we consider it an important area for
further empirical research as the nature of Internet
flows changes.

The disparities between the environment are explain-
able by the differences in network usage. The LAN
environments tend to have a greater proportion of
higher volume and longer flows, consistent with typ-
ical long-term local usage patterns of workstations
and terminals [28], as well as distributed file systems
and print servers. The SDSC visualization labora-
tory data trace, representing a LAN of high perfor-
mance graphics workstations connected to large file
severs, is almost entirely (93% of packets; 95% of
bytes) UDP/NFS traffic. There is also substantial
NFS traffic during the daytime on the SDSC internal
network trace (62% packets; 50% bytes), and some
amount of IPIP traffic. ®

5IPIP (Encapsulated IP) is a generic protocol to allow for
tunneling IP, i.e., carrying IP packets within IP packets. An
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(64 second flow timeout)

In contrast, the SD-NSF and UC-NSF data sets, both
at inflow points into the T3 backbone, are composed
of mostly TCP with a small amount of UDP traffic, in
about a 7:1 ratio during the evening and 10:1 during
the day. The UCSD campus backbone data set has
a slightly higher proportion of UDP traffic, closer to
a 3:1 ratio at night, 6:1 during the day. These differ-
ences are consistent with Paxson [30] who find that
traffic mix varies a great deal throughout the day.

We do see significant peaks for flows of 5 packets and
224 bytes for the SD-viz PM data set in the top and
middle graphs, respectively. To gain further insight
into this phenomenon we isolated the 554 host pair
flows that consisted of 5 packets in the SD-viz PM

example application in popular use today is the creation of
a virtual network: the Mbone [29]. The Mbone is a multi-
cast service over an infrastructure that does not itself support
multicasting. The implementation creates tunnels of multicast
paths across the unicast infrastructure, while multicasting or
even replicating packets at the tunnel exit point to create the
multicast effect.

data set. The 37 host pairs responsible for these flows
were executing a timeslave system program that peri-
odically exchanges a 32-byte UDP timestamp packet
and four 48-byte ICMP time request/reply packets
in order to synchronize time between machines. Ag-
gregating traffic into host pair flows as we have done
for this graph combines the UDP and ICMP time
requests into a single host pair flow.

In almost every environment in our study and us-
ing a 64 second timeout, at least 80% of all host
pair flows consist of less than 100 packets, less than
10 kilobytes, and less than 30 seconds in duration.
These measurements suggest that most flows are
short, which is consistent with the findings of Paxson
[30] and Caceres et al. [8], even though these studies
use different definitions from ours for the notion of a
flow, which makes the results not directly compara-

ble.



10

c

o = udp/dns 2.4% p 0.6% b 22.8% f

= eseeeee iNtp  3.9% p 2.9% b 1.4% f

S — — ftpdata 29.8% p 51.1% b 9.2% f

e — = telnet 19.3% p 4.9% b 4.0% f 7

o — - smtp 4.0%p2.3%b9.4% f 1
—— www  4.9%p9.2%b 1.6%f =
— — other 35.7% p 29.1% b 51.7% f B

0.0' T L T S S| v | L L T S !
1 10 100 1000

c

RS

=

o

Q.

o

=

o

c

RS

=

o

Q.

o

=

o

| L

100 1000

flow duration (seconds) 80211 total flows

Fig. 5. cumulative distributions of flow packet volumes, byte volumes, and flow durations for six port-based applications (UC

NSF PM, 64 second flow timeout)

A .4 Network usage information

The metrics we have shown thus far do not differen-
tiate among various network usages, or applications,
which turns out to have a significant effect on the
expected size and duration of a flow. An example is
the differences of flow characteristics based on trans-
port protocols being used, especially as we often see a
strong domination of microscopic DNS flows, which
are based on short UDP transactions, and do not
require the overhead of the setup and teardown of
TCP connections. On the other hand, other often
UDP based flows may exist for long periods of time
at a high data volume, such as real time audio and
video applications. As such a further emphasisin end
system application will yield further insight into the
application layer.

Figure 5 shows the volume and duration distribu-
tions for six common applications on the Internet,
specifically UDP/dns, nnip, ftpdata, telnet, smip, and

www-hitp. We aggregate all other flow types into an
“other” category. The legend indicates the percent of
the total packets, bytes, and flows that each category
contributes. The data indicate that a large majority
of the single packet UDP flows are from the dns pro-
tocol, unsurprising given the short transaction-style
nature of the dns protocol. With a 64-second time-
out, 656% of dns flows consist of a single packet.

The longest average flow durations in our samples
seem to characterize the www-http protocol, which
during our measurements in March 1993, appeared
significantly only in the UC NSF PM data set. Since
that time www-http traffic has become quite perva-
sive across the Internet; the absolute volume as well
as proportion of www-hitp traffic on the NSFNET
has grown dramatically, from 0.056% in March 1993
to almost 14% of the NSFNET traffic byte volume
during the month of November 1994.

The distribution of fipdata flow durations is not sig-



nificantly different from that of other studies that
focus on the transport layer; using timeouts of 64
seconds or larger, approximately 65% of the fitpdata
flows are less than 10 kilobytes."

B. Envelope presentations

The multi-dimensional parameter space of network
flows is rich, complicating the task of presenting re-
sults. One possibile method of simultaneously dis-
playing the range of two dimensions of flows is using
envelopes. For example, we can portray the packet-
count vs. duration or byte-count vs. duration space
of flows while varying one of the parameters that we
have explored: flow timeout, environment, flow end-
point granularity, higher layer protocol or applica-
tion. The top half of figure 6 provides an example,
outlining the packet-count vs. duration space of the
same Internet applications shown in figure 5. Each
diamond delineates the population of flows of that
application; the vertices are at the Hth percentile, me-
dian, and 95th percentile for both the packet count
and the duration axes.

We use the ftp-data diamond to illustrate how to read
this graph. The z-coordinates of the left and right
vertices of the fip-data diamond indicate that, given
a 64 second flow timeout, 5% of the fip-data flows
are less than 0.1 seconds in duration, and 95% of
them are less than 90 seconds. The y-coordinates
of these points are equal, at 7 packets, which indi-
cates the median of the distribution of packets per
ftp-data flow. Similarly, the y-coordinates of the top
and bottom vertices of this diamond indicate that 5%
of the fip-data flows in this data set were less than two
packets, and 95% of them were less than 650 pack-
ets. The z-coordinates of these vertices indicates the
median duration of an fip-data flow from this hour:
2 seconds. As with previous figures, the legend in-
dicates the percent of the total packets, bytes, and
flows that each category contributes. The graph of
byte-duration space appears similar; we do not in-

6Caceres et al [8] using a 20-minute flow timeout, found
that 75-90% of bulk transfer conversations consist of less than
10 kilobytes of data. Our results, although slightly different,
are also consistent with their measurements that indicate that
over 90% of interactive conversations consist of less than a
thousand packets. We note the difficulty of getting a picture of
telnet flows given unidirectional traffic; Caceres et al. [8] and
Paxson [30] show that interactive applications can generate
an average of twenty times more traffic in one direction than
the other. Caceres et al. find in their measurements that
bulk transfer flows are often bidirectional as well, but Paxson’s
measurements do not show a strong degree of bidirectionality.
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clude 1t here.

The graph highlights visible differences among the
applications, especially given the log scaled axes. For
example, as an interactive protocol, telnet exhibits a
large spread in flow duration, with the longest dura-
tion flows lasting much longer than those of bulk data
protocols such as fipdata or transaction style proto-
cols such as www-http and smip. Bulk transfer and
transaction protocols also exhibit more predictable
duration, consistent with their typical single burst
usage. An extreme case i1s the packet volume distri-
bution of the UDP/dns flows, many of which consist
of a single packet, with the 95th percentile at six
packets. Dns zone transfers use the TCP protocol
and so are excluded from this statistic.

The top half of figure 6 elaborates on the implications
of figure 5 regarding the influence of packet type on
the utility of maintaining flow state. Table I pro-
vides further insight, ranking the ten protocols with
the highest number of flows in the UC-NSF PM data
set using a 64 second timeout. The table also lists
the number, proportion, and rank of flows, packets,
and bytes for each protocol. Although dns consti-
tuted only 2.4% of the total packets, it constituted
22.8% of the total number of flows, given a 64-second
flow timeout.” Designers of routing or accounting
tables or caches may improve performance by selec-
tively choosing not to store information for packets
that are highly likely to represent short flows, e.g.,
dns, gopher, nip. Such flows, whose packet-duration
profiles are largely in the lower left of the top graph in
figure 6, will contribute to cache thrashing because
they consume valuable memory that will likely not
require future reference. Disregarding higher layer
information regarding the nature of the traffic clearly
imposes a high opportunity cost.

This data also has implications for multiplexing TP
flows onto a wide-area ATM substrate using virtual
circuits (VCs). Caceres [17] suggests that the opti-
mal multiplexing policy® for bulk transfer conversa-
tions whose packet transmission rates are limited by
transport protocol window sizes and available band-
width, e.g., ftp-data, smip, nnip, would be one virtual
circuit per conversation. He further finds that inter-
active conversations, e.g., telnet, should not share vir-

"Using a 4-second timeout increased this proportion to
27.6%.

8 Caceres uses low interactive delay and high bulk transfer
throughput under increasing network load as metrics to judge
optimality.
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values for two applications: telnet and smip

TABLE 1
PROPORTION OF FLOWS, PACKETS, AND BYTES ATTRIBUTED TO MAJOR PROTOCOLS (UC-NSF PM, 64 SECOND TIMEOUT)

prot | service number % total rank

totals: 106848 | 4019.1 1150.9

flows kp MB flows | pkts | bytes flows | pkts | bytes

UDP dns 24345 97.4 6.50 22.8 2.4 0.6 1 10 14
TCP gopher 11507 146.7 57.71 10.8 3.7 5.0 2 6 5
TCP smip 10044 161.7 26.64 9.4 4.0 2.3 3 4 8
TCP | ftp-data 9807 | 1197.1 587.53 9.2 29.8 51.1 4 1 1
TCP | ftp-cirl 5307 108.3 7.49 5.0 2.7 0.7 5 9 13
TCP telnet 4222 774.9 56.88 4.0 19.3 4.9 6 2 6
TCP | finger 2253 10.6 .89 2.1 0.3 0.1 7 30 33
TCP www-hittp 1662 196.9 | 105.55 1.6 4.9 9.2 8 3 2
UDP nip 1592 3.6 27 1.5 0.1 0.0 9 50 63
TCP nnip 1532 154.9 33.15 1.4 3.9 2.9 10 5 7

subtotal 72271 2852.1 | 882.60 67.6 71.0 76.7

tual circuits with bulk transfer conversations to avoid
high delays, although many interactive conversations
can share a virtual circuit among themselves without
detrimental effect. Our data suggests that flows that

do not fall into either of these categories, e.g., dns,
gopher, nip, and many unknown traffic flows, would
likely require the suboptimal router behavior of as-
signing a virtual circuit for a flow that would not



make any further use of it. One alternative policy
would be to tear down such VCs immediately with-
out waiting any timeout interval. Another potential
technique for reducing the number of circuits needed
for such flows would be to bundle them together with
others to the same destination over the same virtual
circuit. We discuss the maintenance of virtual cir-
cuits further in section IV.

The application layer protocol also influences the in-
teraction between other parameters and individual
flow metrics. We discuss one example of such in-
teraction using the flow timeout parameter. As fig-
ure 5 showed earlier, with a 64-second timeout, 65%
of dns flows consisted of a single packet. Allowing
an infinite timeout does not change the situation sig-
nificantly: 50% of flows consist of a single packet.
The ftpdata profile also does not depend significantly
on the timeout value. Using a 64-second timeout,
the median number of packets in an fipdata flow was
7, and with an unlimited timeout, the median was
about the same, 8 packets.

However the timeout value does affect the packet vol-
ume and duration of other protocols. The lower half
of figure 6 highlights two flow types for which the
timeout affects the profile: telnet and smip. We show
for these two flow types the difference in flow packet
volume and duration when using a 64-second versus
an infinite timeout. For {elnet flows using a 64-second
timeout the median number of packets per flow was
20; with an unlimited timeout this median jumps to
78 packets, suggesting that telnet flows are often idle
for more than 64 seconds. Similarly, for this data set
the median and 95th percentile of smip flows do not
depend on the timeout, but the 5th percentile at the
64 timeout value is at a single packet, indicating a
number of single packet smip flows between the same
two hosts separated by more than 64 seconds. These
measurements indicate that for at least a few types
of network traffic, the timeout value will affect flow
assessment.

IV. AGGREGATE FLOW METRICS

In this section we focus on aggregate flow metrics,
e.g., the number of active flows and the appearance
of new flows as an arrival process. These metrics
are particularly relevant to memory and processor
resource requirements for keeping state information
based on flows. Our measurements illustrate how
a flow methodology approach to traffic analysis can
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yield implementation guidelines for router designers,
and in particular how flow parameters will affect de-
sign decisions under new technologies.

Simple flow state maintenance mechanisms, e.g.,
routing caches, hold entries for destination addresses
with high imminent reference probability, often due
to recent reference, in a separate, smaller and perhaps
faster, memory. Even if one does not use a hardware
cache which is typically considerably faster, keeping
recently referenced records in a software cache can
save time because the switching process does not have
to search the entire routing table.

Recent discussions of flow state have involved exten-
sions to the Internet service model and routers that
support it. These discussions assume a more general
definition of a flow as a single stream of packets from
a specified set of one or more sources to a specified
set of one or more destinations that are subject to
a single path selection constraint and queueing be-
havior in intermediate nodes. Maintaining the flow
state typically will require holding an entry for each
active flow which then controls forwarding behavior
for packets belonging to that flow.

Flow state will also be an important component of ef-
fectively using IP over the virtual circuits of an ATM
network. Implementing a datagram service over a
virtual circuit-oriented network service such as ATM
requires setting up and tearing down virtual circuits,
and accounting and charging for them, based on ac-
tual traffic activity.

For example, an ATM service provider could offer a
fully connected mesh of permanent virtual circuits
(PVCs) among all the entry and exit points of its
ATM cloud, comparable to a current IP switching
backbone. But ATM functionality allows more ef-
ficient service and bandwidth allocation by extend-
ing a simple PVC network through the use of mul-
tiple parallel PVCs, or even switched virtual circuits
(SVCs) for specific traffic flows, allowing multiple ser-
vice qualities in the network. Supporting SVCs in
real time as needed requires establishing them upon
appearance of traffic not fit for an existing PVC or
SVC. For example when a packet from network A to
network B arrives at A’s interface to the ATM net-
work, and an appropriate circuit between network A
and network B does not already exist, the router at
the inflow point would establish an SVC for this path,
and then tear the circuit down if it becomes idle. This
scenario imposes some VC setup overhead compared
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Fig. 7. as a function of timeout value (a) top: median and 95th percentile of new destination network and host pair flows per
second (b) bottom: median and maximum of number of active flows per second (UC-NSF PM)

to the fully meshed PVC scenario, but saves resources
if not all PVCs are necessary at all times.

In reality the general purpose infrastructure will have
to take incremental steps from current IP switched
networks toward an ATM cell-switched environment.
For example, new federal agency wide area backbones
may transition to an ATM environment using mul-
tiple fully connected meshes of PVCs, with differ-
ent priority and bandwidth parameters.’® Parameters
of flows that currently traverse wide area infrastruc-
tures are essential to engineering such configurations
that can effectively replace existing dedicated point-
to-point channels (e.g., T3 links).

90One could use the IP precedence field to signal multiple
underlying service qualities, so that for example level three
traffic could travel on a standard PVC, traffic below level three
in precedence goes on a secondary PVC, and traffic above level
three would incur dedicated SVC setup when resources are
available.

A. Flow timeout

We now examine flow arrival percentile statistics over
the course of our 1 hour (= 3600s) duration data sets.
We first highlight the impact of the flow timeout pa-
rameter, fixing all other parameters, on the number
of new and active flows for each environment. For
the other parameters we select the destination net-
work flow granularity, the UC-NSF PM data set, and
consider all traffic (i.e., all protocols aggregated). We
will also use the host pair flow granularity for com-
parison to destination network flows.

Maintaining state in a router, or virtual circuits in an
ATM network, requires memory and computational
resources for each flow. One objective of a router
maintaining flow state is to optimize the tradeoff be-
tween maintaining state for many flows, which re-
quires both memory for the information and search
time for accessing the large state table for each packet
switched, and maintaining state for few flows by
means of a short flow timeout, which requires less



memory but greater CPU power and memory man-
agement effort to set up and tear down flows more
often. If the timeout value is too low, flows may time
out even though traffic between the two endpoints
has not stopped, leading to potentially large de-
lays and processing costs for reestablishing the flow.
The analogy to virtual memory caching is thrashing,
which will occur if flow demands are larger than avail-
able router resources and require constant closing and
reopening of flows. In this section we explore how the
timeout value influences the probability of thrashing.

Saran and Keshav [18] investigate one timeout strat-
egy: timeout occurs if a packet for a flow has not ap-
peared in the time between the last packet of the flow
and the one immediately preceding it, i.e., within the
last intra-flow packet interarrival time. Mankin and
Ramakrishnan [31] suggest another possible strategy
where the timeout value dynamically changes based
on the number of currently active flows. They pro-
pose three administratively controlled variables: a
minimum time; a maximum time and an adaptation
factor in seconds per available flow. A flow times out
if it has been 1idle for a time period equal to the min-
imum plus the adaptation factor times the number
of available circuits, limited by the maximum time.
The authors suggest that administrative adjustment
of these variables can provide considerable flexibility
in meeting the needs of a specific gateway, but do
not offer any analysis, simulation, or empirical data
to test the efficacy of such a scheme.

In figure 7 the upper graph demonstrates a measure
of the flow turnover rate, while the bottom graph
indicates the number of entries required in a state
table to hold entries for all active flows. The top
graph in figure 7 plots for a single environment (UC-
NSF) the median and 95th percentile of the number
of new destination network and host pair flows. 1°
The bottom graph in figure 7 plots the median and
maximum number of active destination network and
host pair flows. As expected, the larger the time-
out, the greater the number of active flows, but the
smaller the turnover rate as measured by the number
of new and timed out flows. More specifically, the me-
dian number of active destination network flows per

10We use the 95th percentile rather than the maximum of
the distribution of new flows because in the first few seconds
the number of flows is still establishing a steady state and so
the many new flows for those seconds skew the distribution
of the number of new flows per second. Similarly with the
number of timed out flows; a few flows lasted beyond the hour
interval of the data set and so were all timed out at the end of
the hour, skewing the distribution of flow durations.
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second using a 64-second timeout on this data set is
660, and the median number of new flows (requiring
set up) is 3. Dropping to a 4 second timeout would
have required maintaining a median number of only
300 active destination network flows per second but
setting up a median number of 20 flows per second.

The behavior of the host pair flow counts are simi-
lar although characterized by higher means, as one
would expect. Using a 4-second timeout yielded on
average 54 new flows per second and 506 active host
pair flows. Using a 64-second flow timeout yielded
approximately 2,000 for the median number of ac-
tive flows, but trades off the greater number of ac-
tive flows with a reduced setup requirement: only a
median of 15 new flows requiring setup per second,
and a maximum of 35 new flows per second. The
contrast between the values of these metrics for host
pair versus destination network flows highlights the
difference in flow setup for the two flow granularities.
Both cases show clearly the tradeoff between memory
requirements for storing more flows at higher time-
outs versus processing requirements for frequent flow
setup and teardown at lower timeouts. The other
flow granularities exhibit similar behavior with dif-
ferent parameters.

Figure 8 provides another perspective on how the flow
timeout will affect flow statistics. Note that many
flows with a given endpoint granularity, e.g., host
pair, occur more than once within the same trace.
For example, for the UC-NSF data trace there were
only 25,358 unique host pair flows; the different num-
bers in the legend of figure 2, and in the top line in the
top graph of figure 8, reflect the fact that at shorter
timeouts many flows will reappear multiple times in
this tally.

Given this information we can better understand the
implications of figure 8. The top graph shows the
total number of host pair flows as a function of flow
timeout, and the number of flows that were recreated
within a time interval equal to the timeout value.
The bottom graph shows the ratio of flows that were
recreated within the flow timeout value to the 25,358
unique host pair flows. At a timeout value of two,
each of the 25 thousand unique host pair flows is
set up and torn down almost ten times on average
during the hour; a timeout of 16 seconds brings this
factor down to 2.9. Dividing by the total number
of flows rather than the number of unique flows is
also indicative: at a 16 second timeout value, ap-
proximately 74% of all flows are ones that have been
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recreated in the last 16 seconds. Using a 64-second
timeout, half of the flows had been recreated within
the last 64 seconds. Both graphs plot the z-axis on
a log scale; the top graph also plots the y-axis on
a log scale. This graph is consistent with figure 2
where lower timeouts seem to incur undue thrashing,
reflected here by ratios of over 2 for flow timeouts
under 32 seconds.

A.1 Case study: towards an optimal flow timeout

A router designer would likely want to use empiri-
cal knowledge of flow parameters in a target envi-
ronment in order to determine appropriate timeout
values to use for flow setup and tear down. In par-
ticular, he needs to quantify how much it will cost to
set up and tear down flows versus holding them open,
where cost may involve several components. The user
may perceive cost as a delay in setting up a flow (d),
and perhaps a dollar charge for holding the circuit

open. Costs for the network or router itself include
the number of instructions required to set up a flow
(7), memory cost in holding a flow open (m), and pos-
sibly a search time or computational burden involved
in maintaining flow state (s). Assuming we can nor-
malize these to cost units, we can refer to the cost for
establishing a new flow as N = ¢ 4+ d and of holding
an active flow as A = m + s. Given a active and
n new flows per interval the router operating cost is
Aa + Nn. Using the UC-NSF PM trace flow statis-
tics, figure 9 shows where this value is minimized for
several values of the ratio FF = N/A.

A.2 Case study: flows deserving state

Equipment and protocol designers will also ask a re-
lated question: for which flows does state establish-
ment pay off? We present one possible evaluation of
when to establish state for a flow given the UC-NSF
PM trace flow parameters. In particular we illus-



trate how the number of packets per flow constrains
a router that must create state for a population of
flows. Assuming that it takes p instructions to for-
ward a regular packet, r instructions to forward a
packet for which special flow information exists, ¢
instructions to install a flow, and a flow comprises
n packets on average, then maintaining flow state
makes sense when

ptg+(n—1D)xr<nxp
¢<(p—r)x(n—-1)

so we can maximize efficiency by not installing un-
productive (e.g., single packet) flows, i.e, by ensuring
that ¢ << (p—r)(n — 1)

For example, if p = 600 instructions, r = 300 in-
structions, and n = 10, then flow installation must
require less than ¢ = 2700 instructions. A router de-
signer could take advantage of empirical data such as
in figure 5, discussed earlier in section ITI-A .4, and
in figure 11, which we discuss later in section IV-C,
to determine which flow establishments to avoid, or
a preferred PVC/SVC configuration of an ATM net-
work. For example, a PVC substrate could still offer
standard service for background traffic, while other
traffic flows would travel on dynamically established
switched circuits based on actual flow requirements.
A high priority video stream could travel on a sepa-
rate SVC, while an aggregation of low priority video
streams and other services whose flow profiles are in
the upper left of figure 11 may travel on a PVC net-
work allocated for such background or non-premium
traffic.

B. Envelope presentations

Eventually a metric as simple as a flow count may
be too limited to measure the impact of flows on the
overall workload in a specific environment. To ex-
plore the interaction between the number of flows and
the total traffic volume, we depict a two-dimensional
profile, using the mean number of active flows per
second for the hour in one dimension, and the mean
per-second traffic volume in packets in the other di-
mension. Figure 10 plots this two-dimensional metric
for each environment, using host pair flows and a 64
second timeout.

As expected, the flow-traffic volume product is high-
est for the UC-NSF PM environment, which has both

high flow counts and high utilization. UCSD PM is
the second highest, supporting many host pair flows
at a fairly high per second packet rate. Dividing fig-
ure 10 into quadrants leaves these two in the up-
per right with everything else toward the lower left.
This use of the flow-traffic volume metric can help as-
sess multiple dimensions of the workload of a specific
networking environment. If the value representing
a specific environment on this graph moves up the
diagonal of this graph, then the compounded charac-
teristics are fairly similar, just more of the same. On
the other hand, if the packet volume rate (z-value)
stays the same, and the number of flows (y-value)
significantly changes, then the traffic composition is
changing.

Our measurements indicate that at least in the en-
vironments we studied, current IP traffic still con-
sists more of short transaction behavior rather than
longer term flows. The short packets and short flows
together shed doubt on a strategy of optimizing for
long flows that are in fact the minority case. How-
ever in the next section we discuss trends that may
change this situation and have ominous implications
for operators of Internet components.

C. Higher layer protocol

We next explore how the flow type affects aggregate
flow metrics. Differences in flow profiles by proto-
col may lead a designer of an accounting scheme to
choose not to charge for small flows at all, either by
not maintaining records for certain flow types, or by
having a special cache for (free) flows until they ex-
ceed a certain packet volume. Small flows will also
have a dramatic impact on ATM or other link-level
circuit multiplexing policies, if setup or teardown
costs more than the entire flow. In this section we
extend these results to aggregate flow metrics, using
a two-dimensional perspective to show insight into
the effect of the protocol on router workload.

To illustrate our point in the next two graphs we use
a newer data set from March 1994 at the UC-NSF
site in order to get enough IPIP and www-hitp traffic
to profile their behavior. Figure 11 uses a 64 second
flow timeout in the UC-NSF environment and plots
the number of flows of a given packet type versus the
mean number of packets per that type of flow. The
graph highlights the range from extremely low packet
volume flows of dns to short duration transactions of
smip and www-hitp, to heavier flows carried by file
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transfers and interactive communications. Note that
the otherwise transaction-like nnip protocol exhibits
a relatively high average packet per flow ratio.

In the same graph we include the traffic profile of
a recently popular protocol, IPIP, used for carrying
video and audio multicast flows on the Mbone. The
lower right quadrant of this graph emphasizes the im-
pact of continuous-stream protocols, where relatively
few flows will have packet and byte volumes orders
of magnitude higher than conventional applications.
Applications in the lower right quadrant of this figure
will fundamentally change the nature of workloads in
Internet environments.

V. CONCLUSION

The proliferation of different traffic types on the In-
ternet with fundamentally different workload charac-
teristics, including those not using a transport proto-
col such as TCP to delineate the beginning and end
of a flow, makes it even difficult to define an Internet
flow, but also more critical. In this paper we have
presented a methodology for profiling traffic flows on
the Internet, parameterized in a variety of aspects.
We have applied our methodology to a case study
based on packet traces from multiple networking en-
vironments, and have presented some findings based
on those data sets.

The objective is to derive flow metrics relevant to
a variety of applications, including route caching,
usage-based accounting, and other specialized rout-
ing and resource reservation algorithms. Table II
summarizes key results of our case study of individual
flow profiles.

However, describing individual Internet flows is not
sufficient for understanding the aggregate traffic be-
havior at a systems level. We also explored descrip-
tors of the entire population of flows. Table ITI sum-
marizes key findings of our study of aggregate flow
profiles for the data traces we studied. We presented
metrics of the quantity and turnover rate of flows, rel-
evant to route caching strategies in network switch-
ing equipment. One important characteristic of our
measured data is that the number of host pair flows
appears far less than proportional to the square of the
number of network number pair flows, as a uniform
matrix of traffic volume among active sites might im-
ply. This phenomenon is prominent even in wide area
environments that aggregate among a large number
of users, and bodes well for applications requiring

end host pair state. Traffic locality can compensate
somewhat for the brevity of such a large proportion of
Internet flows that we found in section ITI. We note
that many Internet environments will face a challeng-
ing workload shift with the increasing use of real-time
continuous media applications, which tend to exhibit
much greater volume-duration products.

The methodology we describe in this paper can form
a complementary approach to existing operational
statistics collection, if applied to continuous or spot
measurements, yielding insights into larger issues of
Internet evolution, i.e., how environments of different
aggregation can cope with resource contention by an
ever-changing composition and volume of flows.
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TABLE II
KEY RESULTS OF INDIVIDUAL FLOW PROFILING CASE STUDY (SEE APPENDIX A FOR DETAILS OF MEASUREMENTS AND
ENVIRONMENTS)

. Host pair flow timeout values between 16 and 128 seconds seem to be an appropriate tradeoff between router processing

and memory, i.e., incurring thrashing in a cache vs. requiring too many flow state entries that are often never again used
after the first packet in the flow caused the creation of the entry in the router.

. For timeout values of 64 seconds (or less), 90% of the host pair flows are less than 50 packets, 5.5 kilobytes and 100

seconds. For virtually infinite timeouts, 27% of the host pair flows consist of a single packet of less than one hundred
bytes.

. The large proportion of flows are very short in duration: using a 64-second timeout for the busiest backbone data set

(UC-NSF PM), almost 60% of the host pair flows are less than one second (40% consisting of a single packet).

. Flow volume and duration are correlated to the higher level protocol. Given a 64 second timeout, only 10% of TCP flows

consist of a single packet, but over 60% of UDP flows consist of a single packet, and 52% of ICMP flows consist of a single
packet.

. TCP/UDP ports also provide an indication of the expected duration and volume of a flow: e.g., the large majority of

the single packet UDP flows are from the dns protocol (unsurprising given the nature of the dns protocol). Using a
64-second flow timeout, although dns constituted only 2% of the total packets, it constituted 27% of the total number of
host /port-pair flows.

. When examining the shorter flows as a function of protocol, it is evident that many of the short flows (approximately one

third of all flows) are dns, gopher, nip, or finger.

TABLE III
KEY RESULTS OF AGGREGATE FLOW PROFILING CASE STUDY (SEE APPENDIX A FOR DETAILS OF MEASUREMENTS AND
ENVIRONMENTS)

. For the data sets we studied, the number of host pair flows is only two to six times the number of network pair or

destination network flows.

. The number of flows a router must be able to maintain, create and delete in a state table depends on the timeout value

and environment, but for a busy entrance point into the NSFNET backbone, the median number of active host pair flows
per second using a 64-second timeout is approximately 2000, with a median of 15 new or deleted flows per second, and a
maximum of 35 new flows per second.

. The tradeoff between timing out flows too early and allowing them to continue using memory resources unproductively is

significant. For our busy backbone data set, at a timeout value of two, each of the 25 thousand unique host pair flows is
set up and torn down almost ten times on average during the hour; a timeout of 16 seconds brings this redundancy factor
down to 2.9.

. Our measurements indicate that, at least in the environments we studied, current IP traffic still consists more of short

transaction type traffic rather than longer term flows. The short packets and short flows together shed doubt on a strategy
of optimizing for long flows that are in fact the minority case. However we note that many new applications may change
this characteristic of Internet environments, as they introduce traffic flows with different behavior, particularly real-time
continuous media flows, which tend to exhibit greater duration and flow volume.

. The data sets we examined exhibited significant flow locality, confirming results of several previous studies. For the SDSC

internal FDDI LAN, there was an 80% chance that the address of a packet was the same as one of the last two packets.
For the UCSD campus, 19 references of address history was enough to account for 80% of the packets. The backbone
inflow points require more history to account for the same percent of traffic, but it is still noteworthy that given hundreds
of thousands of possible destination network addresses, 60% of the traffic across the San Diego and Illinois inflow points
was to destinations that were referenced within 30 and 90 previous address references, respectively. These measurements
indicate that even environments of wide scope are conducive to flow state maintenance mechanisms.
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APPENDIX
I. DATA COLLECTION OF THE CASE STUDY

Figure 12 provides an abstract illustration of a subset
of U.S. Internet interconnectivity. The actual imple-
mentation forms a much more complex framework.
The right half of figure 12 depicts (and Table IV lists)
the five sites at which we collected traffic data, cov-
ering a range of Internet traffic aggregation points.
We collected packet traces in early 1993 from two
T3 NSFNET backbone sites for traffic going from
those nodes into the backbone. In particular we se-
lected the FDDI interfaces into the NSFNET back-

bone node at San Diego and Urbana-Champaign.

These two data trace locations generally allow us to
investigate and recommend improvements in oper-
ational statistics collection for the NSFNET back-
bone. However, to test traffic flow methodologies
across a broader range of environments, we analyzed
packet traces from three more locations: an internal
FDDI LAN of one of these national supercomput-
ing facilities, the San Diego Supercomputer Center
(SDSC); an FDDI campus backbone of the Univer-
sity of California, San Diego (UCSD), and a smaller
departmental subnet, the SDSC visualization labora-
tory Ethernet, which connects several workstations
served by common file servers. For each site we
used a dedicated SGI Indigo R4000 workstation to
capture two one-hour traces: one during workday
hours and the other during the night. For the first
two traces, the backbone environments, we only col-
lected data going in one direction, utilizing the FDDI
MAC level address of the NSFNET node to filter the
traffic into the backbone. The unidirectional collec-
tion allows us to assess the impact of the inflow into
the NSFNET backbone, and to mirror the results of
the NNStat/ARTS traffic characterization described
in [32], which operationally collects statistics on in-
bound NSFNET traffic at each backbone node. For
the remaining three data collection locations we did
not apply filters but rather collected all IP traffic on
the LANs.

Table IV lists the sites at which we collected data, in-
cluding the starting times and size of each one-hour
trace. Table V provides basic population parame-
ters of our data sets, including per-second packet and
byte volumes.!! For the graphs and tables in this
paper we will refer to the data sets with the follow-
ing five acronyms: SD-NSF, UC-NSF, SDSC, UCSD,
and SD-viz. An AM or PM suffix identifies whether
the data set was a nighttime (approximately 02:00-
03:00 AM) or a workday (approximately 14:00-15:00
PM) hour of collection. Our preliminary comparisons
of all ten data sets revealed that the AM sets were
quite similar to the PM sets with respect to the pa-
rameters of interest, e.g., flow durations and volume,
although characterized by lower means, e.g., in flow
counts and traffic volume. We therefore focus on the
PM data sets for the majority of the graphs in this

paper.

1 For more statistics on the composition of these traces, see
[33].



TABLE IV
COLLECTION SITES FOR FLOW PROFILING INVESTIGATION

code site layer date | AM kpkt PM kpkt
start start

SD-NSF | San Diego FDDI into | backbone 23 march 93 | 02:00 637 || 14:00 | 1285
NSENET

UC-NSF | Urbana-Champaign FDDI to | backbone 29/25 march 93 | 02:00 | 1274 || 14:11 | 4019
NSENET

SDSC SDSC FDDI supercomp. ctr. 29/28 june 93 | 03:30 316 14:00 | 1584

UcsDh UCSD academic FDDI university 11 march 93 | 02:00 840 14:00 | 3094

SD-viz SDSC visualization = lab | dept. subnet 8/7 march 93 | 02:00 81 14:00 | 1101
FEthernet

TABLE V

POPULATION PARAMETERS FOR ONE-HOUR DATA SETS MEASURED BY ONE-SECOND INTERVALS

total [ min | mean | 95% [ max [ SD || total [ min | mean | 95% [ max [ SD ]|

data set kpkt pck/sec MB kbytes/sec

SD-NSF AM 637 44 178 272 1416 90 134 4 37 72 209 20
SD-NSF PM 1285 79 358 475 924 70 246 16 68 123 225 29
SDSC AM 316 30 88 176 708 46 67 3 17 46 307 17
SDSC PM 1584 55 441 724 1141 160 414 6 115 241 974 83
UCSD AM 840 102 234 361 1083 78 103 7 29 61 229 22
UCSD PM 3094 424 861 1212 1765 185 516 44 143 298 540 73
UC-NSF AM 1274 24 355 661 1032 165 436 2 122 320 653 94
UC-NSF PM 4019 659 1118 1549 2355 228 1151 92 320 548 913 122
SD-Viz AM 81 0 29 155 397 55 51 0 18 108 423 52
SD-Viz PM 1101 1 314 695 1177 | 213 433 0 124 449 886 148

We then used the collected traces to drive a simula-
tion of soft-flow-state maintenance. To dynamically
assess flows, we simulate a state-maintenance ma-
chine with an entry for each active flow, as defined
above. The simulation proceeds as follows. FEach
time we see a new flow we create a new timestamped
entry. We retain an entry as long as traffic exists for
its associated flow. A flow “garbage collection” pro-
cedure executed every second deletes all flows which
no longer qualify as active according to the timeout
value, and for those deleted flows reports the flow vol-
ume in packets and bytes, and the flow duration. The
flow byte volume includes IP and transport protocol
headers. In addition, each second we report the total
number of active, new, and deleted flows for that sec-
ond. Although we only time-out flows synchronously
at discrete observation points, every second, as fig-
ure 1 depicts, we do record the actual duration based
on the difference between the timestamp of the last
packet seen in the flow and that of the first packet
that incurred creation of the flow.

21



22

S |

™ \ [} F=1
\ ® —— =100

o \ A - =200

2 \ & ——— =400

200

cost (normalized units)
100 150

50

2 4 8 16 32 64 128 256 512 2048

flow timeout (sec)

Fig. 9. operating cost versus timeout value for various values of the ratio of flow setup cost to maintenance cost (F) using

UC-NSF PM traffic data
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Fig. 12. (a) abstract hierarchical model of U.S. Internet interconnectivity; (b) Internet locations we selected for characterization
(SD-NSF: San Diego NSFNET node, traffic going into the backbone; UC-NSF: Urbana-Champaign NSENET node, traffic
going into the backbone; UCSD: UC, San Diego campus backbone; SDSC: San Diego Supercomputer Center, internal

FDDI LAN; SD-viz: San Diego Supercomputer Center, visualization laboratory (small subnet of SDSC)



